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Beyond disciplinary silos

“IT]he scholarly communities of
Natural Language Processing,
Digital Humanities, and corpus
linguistics would benefit from a
deeper level of interaction and

awareness of each other’s fields
(Jenset and McGillivray 2017:125,137)
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So what exactly will I cover today?




Temporal models in NLP



Simulating human-like intelligence

&

Assumptions about
intelligence as a fixed
goalpost.

The dynamic and evolving
nature of intelligence.




Temporal Depth

| have a general awareness of time up to my knowledge cutoff date in 2023. | don't have real-time
awareness of the current date or time, unless provided by the user or updated in my settings. My
responses are based on the information available up until that point. If you provide the current

date or time, | can take that into account in our conversation.

P <




Time-sensitive NLP

Co-located with EMNLP 2022

~VONLP

The First Workshop on Ever Evolving NLP

EvoNLP the First Workshop on Ever Evolving NLP, a forum to discuss the challenges posed by the dynamic nature of language in the specific context
of the current NLP paradigm, dominated by language models. In addition to regular research papers, at EvoNLP we will have invited speakers from
both industry and academia providing insights on the challenges involved in two main areas, namely data and models. The workshop will also

feature a shared task on time-aware Word-in-Context classification.




Time-sensitive NLP

Temporal

Common-sense

Timeline

Constraints

Knowledge

Reasoning

Satisfaction

Context: Safti admits his love for Edwina to Lord Esketh, who is now ( . . b
. . s Reference: (B) For years; (D) A year
sympathetic toward this good man's plight. .
. . : : X GPT-4: (B) For years
Question: How long has Safti been in love with Edwina? - J
Candidates: (A) 10 seconds; (B) For years; (C) For hours; (D) A year

N S /Reference: <E1> Tim drank a little A

~ ) too much. <E2> His golf game was
Un-ordered Events: His golf game was awful. Tim drank a little too LLM awful.
much. S GPT-4: <E2> His golf game was

\ J awful. <E1> Tim drank a little too

h.

/ Events: [...] all the more so when even the Obama administration ) \muc /
joined the Wszst in signaling approval. [...] Something had to be done, Before-Ans-Gold: Yes A
and an occasion arose on June 1.2: [.. .]- - After-Ans-Gold: No
Before-Q: Did the Obama administration join the West before June | === o =---—---——--————————————
129 Before-Ans-GPT-4: Yes

\ After-Q: Did the Obama administration join the West afier June 127 / \After-Ans-GPT-4: Yes /

Are Large Language Models Temporally Grounded?

lYifu Qiu 'Zheng Zhao 'Yftah Ziser
2Anna Korhonen !'Edoardo M. Ponti !'Shay B. Cohen
nstitute for Language, Cognition and Computation, University of Edinburgh
?Language Technology Lab, University of Cambridge

{yifu.qgiu, zheng.zhao,yftah.ziser,eponti, scohen}@ed.ac.uk



Time-sensitive NLP

Relation: Position Held Changellor
|II |I I Member of the f ! \
‘ Virginia House of Burgesses | Commander-in-Chief | | | President ‘ ‘
WIKIDATA ‘ I | I I ‘ ‘
June 1758 June 1775 Dec 1783 Jan 1788 1789 1797 Dec 1799

Verify Fact Existence

Synthesize Question-Answers

Wikipedia: George Washington

Question-Answer Pairs

George Washington (February 22, 1732 — December 14, 1799) was an American political leader.

... TLDR (hundred words)
Congress created the Continental Army on June 14, 1775, and Samuel and John
Adams nominated Washington to become its Commander-in-Chief.

... TLDR (hundred words)

Washington bade farewell to his officers at Fraunces Tavern in December 1783 and resigned his

commission days later. In 1788, the Board of Visitors of the College of William & Mary decided

to re-establish the position of Chancellor, and elected Washington to the office on January 18.
... TLDR (hundred words)

He continued to serve in the post through his presidency until his death on December 14, 1799
... TLDR (hundred words)

He started as the president of United Sates in Jan 1788, ...... ,in 1798, one year after that, he
stepped down his presidency position.

Q: What position did George Washington hold in 1777?

A: Commander-in-Chief

Q: What was George Washington’s position from 1789 to 17977
A: Presidency, Chancellor

Q: What position did GW serve between 1776 and 17807

A: Commander-in-Chief

Q: What position did George Washington hold in late 1770s?
A: Commander-in-Chief

Q: What position did George Washington hold after 17977?
A: Chancellor

Q: What position was held by George Washington in 17857
A: [unanswerable]

A Dataset for Answering Time-Sensitive Questions

Wenhu Chen, Xinyi Wang, William Yang Wang
Department of Computer Science
University of California, Santa Barbara
wenhuchen@ucsb.edu, xinyi_wang@ucsb.edu, william@cs.ucsb.edu



Temporal models for historical word sense
disambiguation



Word sense disambiguation

kKiwi “we are fond of fruit such as kiwi and banana”
(target word) (context)

T

—

Resources

WSD
system

O output sense
-

Source: https://naviglinlp.blogspot.com/2016/04/lecture-7-word-sense-disambiguation-and.html




Historical WSD, or WSD on historical texts: why?

ABOUT COMMUNITY  BLOG Access: King's College London v Personal profile: Sign in

OE Oxford English Dictionary Browse:

The definitive record of the English language

Lostfor Words? | Advanced search | Help » Dictionary  » Sources
» Categories = Historical
Thesaurus
=» Timelines
Back to Results | Next Help on Dictionary Entry | Print | Save | Email | Cite
. My entries (1) -
machlne n Toxtsize: A A This entry has
s 18, been updated —
L] My searches (1) -
View as: Outline | Eull entry Quotations: Show all | Hide all Keywords: On | Off (0 D Third
. Edition, March
) 2000; most Jump to:
Pronunciat Brit. (/mafin/, U.S. (/malin/ recently modified
Forms: 1500s machyne, 1500s-1700s machin, 1500s—- machine, 1600s macheen. version published
1' i b online June v
requency (in current use): o). i
Origin: A borrowing from French. Etymon: French machine ‘machina, n. 1612
Entry history e 1021
Etymology: < Middle French, French machine < classical Latin machina (compare yacic (Show More) b v machinabilty, n 1
A proiNe; machinable, adj. 1897
b ® b 3 i ; 3.5 machinal, adj 1680
. 1. A structure regarded as functioning as an independent body, without mechanical involvement. P ersian R e
1. OED2 (1989) machinats, v. 1537
machinating, adj 1751
a. A material or immaterial structure, esp. the fabric of the world or of the universe; a construction or g"““m » = snty machination, n. a1475
i Jow rar eguries:® - machinator, n. 1611
edifice. Now rare. s
3 e . CF D) = ; machine aesthetic machine, v 201450
1545 in J. Schifer Early Mod. Eng. Lexicogr. (1989) IL (at cited word) The hole machyne of this world is divided in .2. parte. That is to saye, in the celestiall M
machine age machined. adj 1811

d into the elementall regions. i
8 achine ad machineful, n. 1880

o
1545 inJ. Schiifer Early Mod. Eng. Lexicogr. (1989) IL (at cited word) Machine, hath many significacions, but here it s taken for the worke of the hole e machine gun. . 1687
machine-gun, v. 1894
worlde. translation imiachinSgunriacir 1888
’ c1550 Compla 1. (1979) 2 The maist illustir potent prince of the maist fertil & pacebil realme, vndir the machine of the supreme olimp. machine art machine-gunning, n. 1915

1599 A. HUME } B4 Be his wisedome,..sa wondrouslie of nocht, This machin round, this vniuers, this vther warld he wrocht machine-assisted machineless, adj. (a. 1909

7% 3 i s machine belt machiner, n. 1798
1673 H. Hickman Hist 1g-articularis 518 They that asserted Universal redemption by the death of Christ destroyed the whole Machine of the Calvinian
= * machine-belting machinery, n. 1687
predestination. Fachine boit
1682 N.O. tr. N. Boileau-Despréaux Lutrin 1. 239 Behind this Machine [sc. a pulpit], cover'd as with a skreen, The Sneaking Chanter scarce could then be ke oy a

seen. machine-breaking

° . ° °
. 3 J. Havway Hist. A Trade Casy aILiii. 13 Her imperial majesty is drawn..in a large machine, which contains her bed, a table, and other machine candidate
1791 C. Smmi Celestina 1. 129 Her new laylock bonnet..for the safety of which she was so solicitous that she would have taken the great machine in which it e
machine-coated

machine code
machine-coded

was contained into the coach, had it not been opposed by the coachman.

a1806 J. Barry in R.

Wornum Lect. on Paint

(1848) 196 Had the whole of this great machine of the Fontana di Trevi been committed to any one of those

sculptors. machine-cut
° ° 1829 R. HaiL Wks. (1832) VI. 457 The mind casts its eye over the whole machine of society machine-cut
1878 R. BROWNING La Saisiaz 279 To each mortal peradventure earth becomes a new machine. machine-darn
(Hide quotations) by et
machine-divided
machine drawing
machine drill

b. spec. A scheme or plot. Obsolete. Thesaurue » machine-driller

machine-driling
machine-driven

machine-driver T

[ ]
1601 S. Daxtse Ciuill Warres (rev. ed.) v. viii. . 84, in Wks. As vsually it fares with those that plot These machines of Ambition, and high pride. Fiachine.aain
1707 G. FARQUHAR Beaux Stratagem v. 65 Now unless Aimwell has made good use of his time, all our fair Machine goes souse into the Sea like the Edistone. machine electricity c’
(Hide quotations) machine embroidery \Q

1595-6 QUEEN EL
and crase the hartz of treason-mynding men.

ETH I Let. to James VI (Camden Soc.) 113 In wordz..of such waight, as, in honest dimars, hit may mar the facon of diuelische machines,

machine finish Ny
machine-finished q
: g " 1 g . 2 machine for living (in) .»
2. Aliving body, esp. the human body considered in general or individually. Now chiefly figurative from Z””"““‘S % e i
ategories »
sense 6b (cf. sense 8b). machine-generated
machine-ginned
machine-glazed

Pedrazzini, Nilo, and Barbara McGillivray. (2022} *N achmfhedla semantic chafge in the lexicon of

J. Avbisox Spectator No. 387. 12 Cheerfulness is..the best Promoter of Health. Repinings.wear out the Machine msensibly

mechanization in 19th-century British newspapers

1807 W._WorbpsworTH Poems 1. 15 And now I see with eye serene The very pulse of the machine. mdepe”ﬂence
I a n u a e P ro Ce S SI n for DI Ital H u m an Itle S 76 \85 ,5“ Tolographiy 114 The hman masiire fires; and av'a consequence not ol id tae speed of working redaced Dur s machine-independent
machine instruction
loss Wae2\wlisn Ml Bondage cx. 582 He wondered whether at the very end, now that the machine was painfully wearing itself out, the clergyman
Y, 9 & 7 machine intelligence
machine knife

1604 W. SHAKEsPEARE Hamlet 1. ii. Thine euermore most deere Lady, whilst this machine is to him.

machine horse

Ji-Proceedings of the 2ad-interational Workshop on Natural

Lsions of ordindry causes.

still believed in immortality.



So, why historical WSD? You guessed it!

 Manual annotation is very time-consuming

* Semantic change detection algorithms still too rough
and don’t capture the nuances needed in humanities
research

BUT

 Humans disagree on word senses, let alone historical
ones!

* New, under-developed research area, still
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The industrial revolution and the English language

* The British Industrial Revolution was a time of
profound changes and mechanization was its
primary driver.

* New machines and new technology heavily
affected the English lexicon: new words are
coined and existing words get new meanings.

* Impact of mechanisation on everyday life by

exploring large historical collections (19th
century books, newspapers etc.)



Sense annotation of historical texts

' The records of the American asseciations show i
scores of remarkable captuics. A few vears ago, 4
a salesman for a Maideu-lane firm chanced to be

travelling with fifty thousand dollars worth nf
unset diamonds 1 his pocke:, when » mau sitting =<
beside him quietly 10se, aud, thrusiing a re-.==
volver before his face, demauded the gews. The

diamonds were produced, the robker next pulied
the bell rope and, still covering the passengers

with his revolver, waited until the car stopped
svd jumped off.

‘I he detective machinery was at once put is

operation, briit was two years before the thief
'was arrested.
. The detectives employed by the unions alec
‘watch where stolen goods are likely to find thei
'way, ard keep in touch in every possible way
with the “‘under werld.” Tt has Lappened
several times that the detectives have notified
jewellers of thefts from their stock which they
‘bad not discovered themselves. Secveral impor-
tant plots bave «leo been discovered 1n advauce in
'the same way, and the proposcd victims placed
upen their guard.

Li IV

TASK TUTORIAL
How did the word 'car’' change
over time and place?

Read the text carefully. Select the option that best
matches the use of 'car.

You can also note irrelevant or hard to read
images.

A wheeled, usually horse-drawn conveyance

A railway carriage or wagon, usually
powered by steam

An electric tramcar (also called streetcar)

A road vehicle powered by a combustion
engine, usually for a driver and a small

number of passengers

19th-century (1800-1920) British
newspaper corpus (4.5B tokens)

Voluntary crowdsourcing

Trolley, train, coach, bike



Sense distributions in historical texts

a cart, or wheeled stand or table used to
serve, transport or sell food, objects,
luggage, etc, powered by people or
animals

a trolley-car powered by steam or

electricity
I 1 1 I T 1 T I I I I I
1810 1820 1830 1840 1850 1860 1870 1880 1890 1900 1910 1920
year =
bicycle or tricycle, powered by human
legs
motorcycle, powered by an engine
| I I 1 I | I | | | |
1810 1820 1830 1840 1850 1860 1870 1880 1890 1900 1910
-

LA

I
1920
year =



Sense distributions in historical texts

a horse-drawn private or public carriage m C OaCh

for carrying passengers

a motor bus, designed for comfortable
long journeys

arailway carriage

‘ ‘ , . W ] h
1810 1820 1830 1840 1850 1860 1870 1880 1890 1900 1910 1920 oac

year -»

a railway carriage or wagon

! Car

aroad vehicle powered by a motor M

a wheeled, usually horse-drawn
conveyance

an electric tramcar (also called streetcar)

| I J 1 1 | 1 | | 1 |
1810 1820 1830 1840 1850 1860 1870 1880 1890 1900 1910 1920
year




Targeted Sense Disambiguation

ABOUT COMMUNITY BLOG

leen a ta rget Sense’ dete rmine OE Oxford English Dictionary Quick search:
whether a token in a given context
is relevant to the sense

The definitive record of the English language

Lost for Words?

Back to Results | Next » Help on Dictionary Entry | Print | Save | Email | |

maChine, n. Textsize: A A

View as: Outline | Full entry

Quotations: Show all | Hide all Keywords: On | Ofi

Pronunciation: * Brit. [3)/ma’in/, U.S. [3/mafin/

. . . Forms: 15005 machyne, 1500s-1700s machin, 1500s- machine, 1600s macheen.
Example: disambiguate tokens in Frequency n carrentusey <06

Origin: A borrowing from French. Etymon: French machine.

te Xt a S b e i n g re I eva n t t O Etymology: < Middle French, French machine < classical Latin machina (compare wmaci
o m a C h i n e ¥)) a S ((a Ve h i CI e O r L. A structure regarded as functioning as an independent body, without mechanical involvement.
1.

C O n V ey a n C e ) a. A material or immaterial structure, esp. the fabric of the world or of the universe; a construction or UL LIRS

o Categories »
edifice. Now rare.

« (Show More)

M . o o ”
= T h IS Ca n I n C I u d e m a C h I n e and into the elementall regions.
1545 inJ. Schifer Early Mod. Eng. Lexic

but also “car” referring to

c1550 Comg
h . I 1500 A.H
Ve I C e 1673 H. Hickman Hist. Quir
predestination.
1682 N. O, tr. N, Boileau-Despréaux Lutr

Seen.

1753 J. Hanway Hi

convenience




Step 1

Select target sense: “machine_nn01-ABC” as
“complex device, consisting of a number of
interrelated parts [...]"

Include sense synonyms (e.g. “plant_nn01-
XYZ”)

Headword: machine, n.
Quotation: Windmills as hitherto made are very costly
machines.

Sense ID: machine_nn01-38475286

Definition: “A complex device, :*mnj’.s‘rmg of a number
of interrelated parts, each having q definite function
[...]"

Text daterange: 1659-
Keyword: machines

Offset: 43

Year: 1881

Source: Nature, by W. Thomson.

y

Historical Thesaurus of English (HTE)




Step 2: data expansion

Classify head words in quotations of the dictionary as related to the target (seed)
sense

“The calculating machine now constructing under the 1
superintendence of the inventor.”

“The Church was excellent as a national refrigerating | 0
machine.”

“Examples of mobile earth moving plant are bulldozers, |1
graders and scrapers.”

“I could lift the plant and be far away before daylight.” 0




Lemmas and senses

Seeds Expanded senses  Quotations

anger 6 17/121 103/564
apple 19 6/61 36/300
art 19 5/47 33/212
democracy 7 6/61 37/301
happiness 5 9/46 57/186
labour 18 4/30 29/148
machine 25 8/83 42/361
man 48 9/78 55/380
nation 15 8/85 53/430
power 39 5/49 34/244
slave 10 20/158 103/670
woman 17 10/81 64/379

Table 1: Headwords used in the experiments, with the
number of seed senses, their expanded senses (syn-
onym and unrelated) averaged per sense, and number of
quotations (positive and negative examples) averaged
per sense.



Language models

Search ot

Catalogues & Collections ~ Discover & Learn ~ What’s On ~ Visit ~ Business Support ~

I:
ny
s
o

m-<

Collection guides

Digitised printed books (18th-19th century)

. Subjects Neural Language Models for Nineteenth-Century English

Digital scholarsh

underiake movatve K asra, Hosseini®*, Kaspar Beelen®®, Giovanni Colavizza®, Mariona Coll Ardanuy®®
collections and data !
N— “The Alan Turing Institute, London, UK

Brnisd metenal ;94 *Queen Mary University of London, London, UK

current researchers a

“Institute for Logic, Language and Computation, University of Amsterdam, NL

Concise Guide to London, with map, etc. 1885

Printed books digitised in partnership with Microsoft from the 18th & 19th century



Language models

bas

#BOOKS

1200

#all books: 47,685
#all tokens: 5.1B

1000

800 |

600

400 ¢

200 1

1780 15

1820 1840
Date

1860

1900

BERT 1900



Token Embeddings from Transformers

They sell sewing machines. : 054 | 023

0.98

Extract BERT embeddings for each quotation keyword
- Concatenate last four layers

- If a word has multiple subtokens®, we averaged their
vector representations

* in case the BERT tokenizer splits a token into two sub ##tokens




Sense Centroids

Class 1

Sense Centroid

Sense Centroid

Class 0

Sense X
0.34 0.32 0.98
0.93 0.1 0.35
!
A
0.97 0.23 (0] 755)
0.54 0.25 0.98

Sense Y
0.54 0.23 0.98
0.97 0.p3 0.45
v Sense Centroid
Sense Centroid
0.97 0.23 0.45
0.54 0.25 0.98




Does time matter?

Impact of time-sensitive disambiguation
Quotation and time-stamp is input for classifier

Influences the construction of centroid vector
Filtering: only use the temporally closest quotations (in training

data)
Weighting: a weighted average of quotations with weight

determined by proximity to input time-stamp



Does time make sense?

1760-1850 1760-1920 1760-2000
Prec  Recall FiScore | Prec Recall FiScore | Prec Recall FiScore
random 0.102 0.511 0.170 0.087 0.483 0.148 0.087  0.503 0.148
Lesk: token overlap 0.234 0.266 0.249 0.245 0.278 0.261 0.248  0.277 0.261
Lesk: sentence embedding 0.269  0.196 0.227 0.266  0.198 0.227 0.280  0.215 0.243
Lesk: w2v 0.323 0.291 0.306 0.288 0.270 0.279 0.286 0.257 0.271
SVM classifier 0.500 0.091 0.155 0.495 0.083 0.143 0.509 0.077 0.133

BERT _base binary centroid | 0.254  0.699 0.373 0.238  0.702 0.356 0.236 0.716 0.355
BERT _base sense centroid 0.756 0.464 0.575 0.665 0471 0.552 0.618 0.493 0.548
BERT _base perceptron 0.578 0.425 0.490 0.575 0.448 0.504 0.580 0.456 0.510
BERT_1900 binary centroid | 0.234  0.698 0.351 0.221 0.715 0.338 0.222  0.728 0.340
BERT_1900 sense centroid 0.766  0.498 0.604 0.702 0.512 0.592 0.630 0.497 0.556
BERT_1900 perceptron 0.575 0.429 0.492 0.588 0.453 0.511 0.586 0.463 0.517
BERT_1850 binary centroid | 0.229  0.678 0.343 0.224 0.713 0.340 0.222 0.722 0.339
BERT_1850 sense centroid 0.789  0.486 0.602 0.688  0.500 0.579 0.613 0.495 0.548
BERT_1850 perceptron 0.587 0.424 0.492 0.568 0.437 0.494 0.570 0.456 0.506

Table 2: Precision, recall and macro Fjscores of the positive class over all senses computed for different time
periods. The table highlights the top performing methods for each experiment.



Does time make sense?

0.58
0.57

0.56

0.55 /

0.54

0.53 —— BERTbase

BERT1850

0.52 BERT1900

1825 1850 1875 1900 1925 1950 1975

Figure 1: Optimal date range for each language model
as measured by the Fyscore of the positive class, using
the sense centroid method: the x-axis represents the av-
erage points of rolling 100-year quotation date ranges.



Time matters

1850 1920
BERT _base sense centroid 0.575 0.552
BERT _base nearest sense centroid 0.458 0.433
BERT _base weighted sense centroid  0.593  0.556
BERT_1900 sense centroid 0.604 0.592
BERT_1900 nearest sense centroid 0.505 0.464
BERT_1900 weighted sense centroid 0.627 (.584
BERT_1850 sense centroid 0.602 0.579
BERT_1850 nearest sense centroid 0.489 0441
BERT_1850 weighted sense centroid  0.609  0.562

Table 3: Macro Fscores for time (in)sensitive models

sense embeddines.




Latin

lacopo Ghinassi, Simone Tedeschi, Paola Marongiu, Roberto Navigli, Barbara McGillivray (2024). Language Pivoting
from Parallel Corpora for Word Sense Disambiguation of Historical Languages: a Case Study on Latin. In
Proceedings of LREC-COLING 2024.



Latin WSD

* Historical language data (e.g. Latin) vs historical data (e.g.

nistorical English)

* Low-resource setting
* Challenge: improve state of the art in Latin WSD with

automatically generated training data

U0, 1%). {JU?HPUE.: CULLGLIYIH,

Xeivitas, -atis 1. a civis (cf. VARRO ling. 10,39 Gram. suppl. | .
68,14 I81D.0rig. 16,2,11.77).  sersbatur: ceivitas: Lix repetund.
(Corp. 1198) 12 al. Lix Tarent. (Eplem. epigr. 1X p. 1sqq.) 39 Core. V
1231, 2(aet. Aug.)al. IX 5834, FRONTIN. aq. 17 (celintatis cod. ; sed cf, 69,
d40l.). civitas: Lrx de flam Narbon. (Corp. XII 6038) 17al. Corp. V
4954, X111885. 111388 ¢t saepius.  cibitas: Core. VI34676. XIV2080. |
1X 648 (bis). X 478, 6226, 111218 (Cypr., a. 198 p.Chr), 11 Epicr.imp.

ThLL, vol. lll, s.v. civitas




Previous research

* Dictionary quotations

* Data sparsity

* Skewed distribution of
guotations over time

* Bamman & Burns 2020

ab-dico, avi, atum, 1, v. a. (prop.
I.to indicate, announce something as not belonging to one; hence),

I. In gen., to deny, disown, refuse, reject.—With acc. und inf.: mortem ostentant, regno

- expellunt, consanguineam esse abdicant, deny her to be, Pac. ap. Non. 450, 30 (Trag. Rel. p.

84 Rib.): “abdicat enim voluptati inesse bonitatem,” Pseudo Apul. de Dogm. Plat. 3 init.—
With acc. (so very freq. in the elder Pliny): naturam abdico, Pac. ap. Non. 306, 32 (Trag. p. 120
Rib.): “ubi plus mali quam boni reperio, id totum abdico atque eicio,” Cic. de Or. 2, 24, 102:
“legem agrariam,” Plin. 7, 30, 31, § 116: “corticem,” id. 13, 22, 43,.8§ 124: “ea (signa) in
totum,” id. 10, 4, 5, § 16; cf.: “utinam posset e vita in totum abdicari (aurum),” be got rid of,
id. 33, 1, 3, § 6: “omni venere abdicata,” id. 5, 17, 15, § 73 al.

II. In partic.

A. Jurid. t. t., to renounce one, partic. a son, to disinherit (post-Aug.): “qui ex duobus
legitlmis alterum in adoptionem dederat, alterum abdicaverat,” Quint. 3, 6, 97; cf.:
“minus dicto audientem fllium,” id. 7, 1, 14: “ex meretrice natum,” id. 11, 1, 82 al.:
“quae in scholis abdicatorum, haee in foro exheredatorum a parentibus ratio cst,” id. 7,
4, 11.—Absol.: “pater abdicans,” Quint. 11, 1, 59; cf.: “filius abdicantis,” id. 4, 2, 95;
and: “abdicandi jus,” id. 3, 6, 77.—Hence, patrem, to disoun, Curt. 4, 10, 3.

B. Polit. t. t.: abdicare se magistratu, or absol. (prop. to detach one's self from an
office, hence), to renounce an office, to resign, abdicate (syn.: “deponere
magistratum): consules magistratu se abdicaverunt,” Cie. Div. 2, 35, 74; so, so
magistrutu, id. Leg. 2, 12, 31; Liv. 4, 15, 4 al.: “se dictatu. ra,” Caes. B. C. 3, 2; Liv.
2, 31, 10; 9, 26, 18 al.: “sc consulatu,” id. 2, 2, 10; Vell. 2, 22, 2: “se praetura,” Cic.
Cat. 3, 6, 14: “se aedilitate,” Liv. 39, 39, 9 etc. Likewise: “se tutela,” Cic. Att. 6, 1,
4; and fig.: se scriptu, Piso ap. Gell. 6, 9, 4; cf.: “eo die (Antonius) se non modo
consulatu, sed etiam libertate abdicavit,” Cic. Phil. 3, 5, 12. — Absol.: augures rem
ad senatum; “senatus, ut abdicarent consules: abdicaverunt,” Cie. N. D. 2, 4, 11.—

b. With acc. a few times in the historians: “(patres) abdicare consulatum
jubentes et deponere imperium,” Liv. 2, 28 fin.: “abdicando
dictaturam,” id. 6, 18, 4.—In pass.: “abdicato magistratu,” Sall. C. 47,
3; cf.: “inter priorem dictaturam abdicatam novamque a Manlio initam,”
Liv. 6, 39: “causa non abdicandae dictaturae,” id. 5, 49 fin.



Language pivoting
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Latin-English pivoting

Latin English
Faciesque vestem sanctam fratr tuo in gloriam [..] And thou shalt make a holy vestura for thy brather for glory [.-]
k5 = {sanctus, ad])
l WordNet 3.0
s » State-of-the-art English
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I"—— ’w“ d
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Latin-English alignment

* Perseus project

e Automatic alignment with Giza++ (Och & Ney 2003)
* 123,000 sentence pairs

e 2.33 million Latin words

e Latin Word Net alighed with PWN
Curated

| atin#WordNet / linking \ Lewis & Short

\ Latin dictionary

% PRINCETON UNIVERSITY Sem Eval Li La

annotated LWN
WordNet
A Lexical Database for English dataset dataset

LiLa




Manually annotated dataset

e 40 lemmas annotated in SemEval 2020

e LatinlISE corpus (McGillivray & Kilgarriff 2013)

* lemmatization and PoS tagging of Perseus corpus with Cracovia lemmatizer and PoS tagger ( Wrobel &
Nowak 2022)

* Fine-tuned Latin BERT (Bamman & Burns 2020)

left context target word right context the the citizens acity Rome
condition or pri united ina
vileges of community
a (Roman) citiz
en, citizenship
- ex quo intellegi necesse est aut neminem ex sociis civern fieri posse aut  civitatis , nec foedere impediatur quo minus ex civi Romano civis Gaditanus possit esse,  3; Closely 2: Distantly & 1:
etiam posse ex foederatis,-- tum vero ius omne noster iste magister Duarum civitatum civis noster esse jure civili nemo potest: non esse huius civitatis Related Related Identica Unrela
mutandae civitatis ignorat, quod est, iudices, non solum in legibus qui se alii civitati dicarit potest. Neque solum dicatione, quod in calamitate | ted
publicis positum, sed etiam in privatorum voluntate. lure enim nostro clarissimis viris Q. Maximao, C. Laenati, Q. Philippo Nuceriae, C. Catoni Tarracone,
neque mutare civitatem quisguam invitus potest, neque si velit mutare Q. Caepioni, P. Rutilio Zmymae vidimus accidisse, ut earum civitatum fierent
non potest, modao adsciscatur ab ea civitate cuius esse se civitatis valit: cives,; cum; hanc ante amittere non potuissent quam hoc solum civitatis
ut, si Gaditani sciverint nominatim de aliquo cive Romano ut sit is civis mutatione vertissent, sed etiam postliminio potest civitatis fieri mutatio, Neque
Gaditanus, magna potestas sit nostro civi mutandae enim sine causa
- obseditgue illam civitatem anno illo integro. Sed, Deo misericorditer civitatem  derelinquens incolumem, eo quod aliter proficere sibimet non poterat, classem  1: Unrelated  3: Closely 4 1:
favente et civibus viriliter se defendentibus, munitionem irumpere non suam sub illo ponte sursum contra Signe longe remigando, tam diu direxit, donec Related Identica Unrela
potuit. Eodem anno Aelfred, Angulsaxonum rex, post incendia urbium ad ostium fluminis, quod Materne nominatur, pervenisset; tunc Sigonam I ted
stragesque populorum, Lundoniam civitatem honorifice restauravit et deserentes in ostium Materne divertunt, contra quod diu ac longe navigantes,
habitabilem fecit; quam Aetheredo, Merciorum comiti, commendavit demum non sine labare usque ad locumn, qui dicitur Cazied, id est villa regia,
servandam, Ad quemn regem omnes Angli et Saxones, qui prius ubigue pervenerunt. In quo loco hiemaverunt integro anno. Sequenti anno in ostium
dispersi fuerant aut cum paganis sub captivitate erant, voluntarie fluminis, quod dicitur lona, intraverunt, mon sine magno regionis damno, et illic
comverterunt, et suo dominio se subdiderunt. Anno Dominicae remorati sunt

Incarnationis DOCCLOOMVI, nativitatis autemn Aelfredi regis trigesimo



Propagation
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Table 1: Statistics of the datasets used in our ex-
periments. The |ast row shows the relative comple-
ment of the set of word senses of the dataset from
the current column (A) and the set of word senses
from the other dataset (B).

acerbus
-
avitas
conalium
“edo
dolus
=
honor
humandas
S
i
nobilitas
Foena
=
mmm
sanctus
e
-




Results

Results obtained by fine-tuning LatinBERT on:

1)
2)

3)
4)
5)

6)

Expert annotated dataset (SemEval).

Pivoted annotations from Perseus using the
intersection method.

Pivoted annotations from Perseus using the
alignment method.

SemeEval + Pivoted annotations from Perseus using
the w/inter method.

SemeEval + Pivoted annotations from Perseus using
the w/align method.

SemeEval + Pivoted annotations from Perseus using
the w/inter method but limiting to senses which
occur rarely in SemEval training test.

Training Data F1 Precizgion | Recall
semEval 60.30 99.63 .15
Persint. 36.93 36.16 'E 28
Persa. 36.93 36.21 45.7¢

Sem E--:I.~Pers;~,..l, - | 61.45* | &K7.83 | 68. 01
SemEval+Persargn | 61.487 57.48 65.00
semEval+Pers qr. 61.83" 28.17 67.93




Conclusions

* Aslanguage is historically situated, making computational
approaches more sensitive to the past should improve
performance on semantic tasks relevant to cultural
analysis and history

 Method applicable to other languages

* Not confined to historical dictionary data

* Lightweight but efficient tool for exploring the fine-grained
semantics of historical texts
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1. Innovation
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of word meaning in context analysis of meaning over two millennia
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2. Methodology

Methodology: team
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2. Methodology

Methodology: overview
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2. Methodology

Methodology: annotation
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validation and
correction
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Qutcome

CURATED Corpus2Sense

COMPUTATIONAL Corpus2Sense

COALA: Computational Corpus Annotation for Quantitative Analysis of Latin Lexical Semantics

3. Outcome
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Impact and summary

1. Innovation 2. Methodology 3. Outcome 4. Impact
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