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Beyond disciplinary silos

“[T]he scholarly communities of 
Natural Language Processing, 
Digital Humanities, and corpus 
linguistics would benefit from a 
deeper level of interaction and 
awareness of each other’s fields” 
(Jenset and McGillivray 2017:125,137)







Transforming research
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How the computational sciences and the Humanities can meet

• Computational humanities research: analyzing data 

sets to answer novel humanities questions

• Infrastructure for Cultural Heritage: creating, storing 

and providing access to repositories of complex and 

nuanced digital (structured and unstructured) data from 

cultural heritage organizations;

• History and critique of data science: including 

ethical, methodological, and historical approaches

• Algorithmic creativity and cultural activity: 

performing creative tasks with the aid of computation.

Develop new 
computational 

techniques to analyse 
and model humanities 

data

Computational research 
that aims to promote 

and answer new 
research questions



So what exactly will I cover today?



Temporal models in NLP



Simulating human-like intelligence

Assumptions about 
intelligence as a fixed 
goalpost.

The dynamic and evolving 
nature of intelligence.



Temporal Depth



Time-sensitive NLP



Time-sensitive NLP



Time-sensitive NLP



Temporal models for historical word sense 
disambiguation



Word sense disambiguation

Source: https://naviglinlp.blogspot.com/2016/04/lecture-7-word-sense-disambiguation-and.html 



Historical WSD, or WSD on historical texts: why?

• Lexicography

• Historical semantics

• History, and more

• Historical information 

retrieval in cultural 

heritage

Pedrazzini, Nilo, and Barbara McGillivray. (2022) "Machines in the media: semantic change in the lexicon of 

mechanization in 19th-century British newspapers." In Proceedings of the 2nd International Workshop on Natural 

Language Processing for Digital Humanities, pp. 85-95.



So, why historical WSD? You guessed it!

• Manual annotation is very time-consuming

• Semantic change detection algorithms still too rough 

and don’t capture the nuances needed in humanities 

research

BUT

• Humans disagree on word senses, let alone historical 

ones!

• New, under-developed research area, still



Historical English 

Beelen, K., Nanni, F., Coll Ardanuy, M., Hosseini, K., Tolfo, G., McGillivray, B. (2021) 

"When time makes sense: A historically-aware approach to targeted sense 

disambiguation." Findings of the Association for Computational Linguistics: ACL-
IJCNLP 2021. 



The industrial revolution and the English language

• The British Industrial Revolution was a time of 

profound changes and mechanization was its 

primary driver.

• New machines and new technology heavily 

affected the English lexicon: new words are 

coined and existing words get new meanings.

• Impact of mechanisation on everyday life by 

exploring large historical collections (19th 

century books, newspapers etc.)



Sense annotation of historical texts

19th-century (1800-1920) British 

newspaper corpus (4.5B tokens)

Voluntary crowdsourcing

Trolley, train, coach, bike



Sense distributions in historical texts



Sense distributions in historical texts



Targeted Sense Disambiguation

Given a target sense, determine 
whether a token in a given context 
is relevant to the sense  

Example:  disambiguate tokens in 
text as being relevant to 
“machine” as “a vehicle or 
conveyance”
- This can include “machine” 

but also “car” referring to 
vehicle



Step 1

Select target sense: “machine_nn01-ABC” as 
“complex device, consisting of a number of 
interrelated parts [...]”

Include sense synonyms (e.g. “plant_nn01-
XYZ”)

Historical Thesaurus of English (HTE)



Step 2: data expansion

Classify head words in quotations of the dictionary as related to the target (seed) 
sense 

“The calculating machine now constructing under the 
superintendence of the inventor.”

1

“The  Church  was  excellent  as  a  national refrigerating 
machine.”

0

“Examples of mobile earth moving plant are bulldozers, 
graders and scrapers.”

1

“I could lift the plant and be far away before daylight.” 0



Lemmas and senses



Language models



BERT_1850

BERT_1900

base

Language models



Token Embeddings from Transformers

They sell sewing machines. 0.54 0.23 ... 0.98

Extract BERT embeddings for each quotation keyword

• Concatenate last four layers

• If a word has multiple subtokens*, we averaged their 
vector representations

* in case the BERT tokenizer splits a token into two sub ##tokens



Class 1

Class 0

0.54 0.23 ... 0.98

0.97 0.23 ... 0.45

0.97 0.23 ... 0.45

0.54 0.25 ... 0.98

...

...

0.34 0.32 ... 0.98

0.93 0.19 ... 0.35

...

0.97 0.23 ... 0.45

0.54 0.25 ... 0.98

...

Sense Centroid 

Sense Centroid 
...

Sense Centroid 

Sense Centroid 

Sense X Sense Y

Sense Centroids



Does time matter?

Impact of time-sensitive disambiguation

- Quotation and time-stamp is input for classifier

- Influences the construction of centroid vector

- Filtering: only use the temporally closest quotations (in training 

data)

- Weighting: a weighted average of quotations with weight 

determined by proximity to input time-stamp



Does time make sense?



Does time make sense?



Time matters



Latin
Iacopo Ghinassi, Simone Tedeschi, Paola Marongiu, Roberto Navigli, Barbara McGillivray (2024). Language Pivoting 
from Parallel Corpora for Word Sense Disambiguation of Historical Languages: a Case Study on Latin. In 
Proceedings of LREC-COLING 2024.



Latin WSD

• Historical language data (e.g. Latin) vs historical data (e.g. 

historical English)

• Low-resource setting

• Challenge: improve state of the art in Latin WSD with 

automatically generated training data

ThLL, vol. III, s.v. civitas



Previous research

• Dictionary quotations

• Data sparsity

• Skewed distribution of 

quotations over time

• Bamman & Burns 2020



Language pivoting

We pivot on a high-resource 

language (contemporary 

English)

Credits: Iacopo Ghinassi



Latin-English pivoting

Credits: Iacopo Ghinassi

1. Generate 
sense-annotated

Latin datasets

2. Fine-tune Latin 
BERT on WSD task 

3. Use fine-tuned
Latin BERT on 

unseen Latin data



Latin-English alignment

• Perseus project

• Automatic alignment with Giza++ (Och & Ney 2003) 

• 123,000 sentence pairs

• 2.33 million Latin words

• Latin Word Net aligned with PWN
Curated

linking Lewis & Short 
Latin dictionary

PWN
LiLa 
LWN 

dataset

SemEval 
annotated 

dataset



Manually annotated dataset

• 40 lemmas annotated in SemEval 2020

• LatinISE corpus (McGillivray & Kilgarriff 2013)

• lemmatization and PoS tagging of Perseus corpus with Cracovia lemmatizer and PoS tagger ( Wróbel & 

Nowak 2022)

• Fine-tuned Latin BERT (Bamman & Burns 2020)



Propagation

1) w/inter : 

intersection of 

synsets for target 

Latin lemma and all 

synsets from the 

aligned English 

sentence.

2) w /align : use word 

alignment from 

Perseus 

Credits: Iacopo Ghinassi



Training set



Results

Results obtained by fine-tuning LatinBERT on:

1) Expert annotated dataset (SemEval).
2) Pivoted annotations from Perseus using the 

intersection method.
3) Pivoted annotations from Perseus using the 

alignment method.
4) SemEval + Pivoted annotations from Perseus using 

the w/inter method.
5) SemEval + Pivoted annotations from Perseus using 

the w/align method.
6) SemEval + Pivoted annotations from Perseus using 

the w/inter method but limiting to senses which 
occur rarely in SemEval training test.



Conclusions

• As language is historically situated, making computational 
approaches more sensitive to the past should improve 
performance on semantic tasks relevant to cultural 
analysis and history

• Method applicable to other languages
• Not confined to historical dictionary data
• Lightweight but efficient tool for exploring the fine-grained 

semantics of historical texts



COmputational Corpus Annotation 

for Quantitative Analysis of LAtin 

Lexical Semantics

COALA:
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Project’s aims

TRANS FORM HISTORICA L SE MA NTICS

COALA: Computational Corpus Annotation for Quantitative Analysis of Latin Lexical Semantics 

civitas

‘(Roman) 
citizenship’

‘The citizens’

‘The city’

Large-scale annotation 
of word meaning in context

Quantitative 
analysis of meaning over two millennia

0

20

40

60

80

100

Time

Citizenship Citizens City

1. Innovation
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Methodology: team

COALA: Computational Corpus Annotation for Quantitative Analysis of Latin Lexical Semantics 

2. Methodology

COMPUTATIONAL

CURATED

Corpus AnalysisAnnotation

HISTORICAL

COMPUTATIONAL



58COALA: Computational Corpus Annotation for Quantitative Analysis of Latin Lexical Semantics 

Methodology: overview
2. Methodology

COMPUTATIONAL

CURATED

Corpus AnalysisAnnotation

Case studies

Large-scale quantitative

Manual

Automatic

1M

100M



59COALA: Computational Corpus Annotation for Quantitative Analysis of Latin Lexical Semantics 

Methodology: annotation
2. Methodology

COMPUTATIONAL

CURATED

Supervised and 
knowledge-

enhanced WSD

Manual 

validation and 

correction

Generative Large 
Language Models 

for Latin WSD



60COALA: Computational Corpus Annotation for Quantitative Analysis of Latin Lexical Semantics 

Outcome
3. Outcome

COMPUTATIONAL Corpus2Sense

CURATED Corpus2Sense

civitas

‘(Roman) 
citizenship’

‘The citizens’

‘The city’

3. 
Innovations & changes

1. 
Polysemy vs. text type

2. 
Change in lexical fields



INVEST IGATOR

Quantitative 
Historical 
Linguistics

Methods in Latin 
Computational 
Linguistics

IMPACT

Big open questions in Latin & historical 
semantics, step change for cultural 
research

61COALA: Computational Corpus Annotation for Quantitative Analysis of Latin Lexical Semantics 

Impact and summary
4. Impact

TEAM

Interdisciplinarity by design, bringing 
together Latin and computational linguists

METHODS

New language resources
New generalisable annotation frameworks 

and algorithms

COALA: A quantitative 

paradigm shift in 

historical semantics



Thank you!
Barbara McGillivray

Barbara.mcgillivray@kcl.ac.uk
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